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The concept of disjoining pressure, developed from thermodynamic and hydrodynamic
analysis, has been widely used as a means of modeling the liquid-solid molecular force
interactions in an ultra-thin liquid film on a solid surface. In particular, this approach
has been extensively used in models of thin film transport in passages in micro evapora-
tors and micro heat pipes. In this investigation, hybrid �PT molecular dynamics (MD)
simulations were used to predict the pressure field and film thermophysics for an argon
film on a metal surface. The results of the simulations are compared with predictions of
the classic thermodynamic disjoining pressure model and the Born-Green-Yvon (BGY)
equation. The thermodynamic model provides only a prediction of the relation between
vapor pressure and film thickness for a specified temperature. The MD simulations pro-
vide a detailed prediction of the density and pressure variation in the liquid film, as well
as a prediction of the variation of the equilibrium vapor pressure variation with tempera-
ture and film thickness. Comparisons indicate that the predicted variations of vapor
pressure with thickness for the three models are in close agreement. In addition, the
density profile layering predicted by the MD simulations is in qualitative agreement with
BGY results, however the exact density profile is dependent upon simulation parameters.
Furthermore, the disjoining pressure effect predicted by MD simulations is strongly in-
fluenced by the allowable propagation time of injected molecules through the vapor
region in the simulation domain. A modified thermodynamic model is developed that
suggests that presence of a wall-affected layer tends to enhance the reduction of the
equilibrium vapor pressure. However, the MD simulation results imply that presence of a
wall layer has little effect on the vapor pressure. Implications of the MD simulation
predictions for thin film transport in micro evaporators and heat pipes are also discussed.
�DOI: 10.1115/1.2349504�
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ntroduction
The concept of disjoining pressure has become a well-

stablished formalism for treating the effect of wall-fluid force
nteraction in thin liquid films �1�. A typical situation of interest is
hown in Fig. 1. This figure shows a cross section of a passage
arrying a stratified flow of liquid and vapor flow. A deeper central
ortion of the passage �location A� carries most of the liquid while
he lateral portions �location B� carry a thin liquid film flow with
lm thickness � f. Since most of the interface is flat and separates

he deeper liquid flow from the vapor, at equilibrium we expect
hat

Pve = Pl0 �1�

here Pl0 is the liquid pressure at the interface in the absence of
all attractive forces and Pve is the vapor pressure.
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In the thin liquid film at location B, the pressure in the liquid
film is altered by force interactions between liquid molecules and
atoms or molecules in the solid. Although Israelachvili �1� pro-
vides the general disjoining pressure relation for a film of speci-
fied thickness, we derive the same relation here using the potential
energy due to the forces that the solid wall molecules exert on
each fluid molecule. To determine the resulting pressure variation
in the film, we considered the system shown in Fig. 2. Fluid and
metallic solid interactions are modeled with a Lennard-Jones in-
teraction potential having the form

� fs�r� = −
C�,fs

r6 �1 −
Dm

6

r6 � �2�

We further assume that a similar form, with different constants,
models the long-range attraction between a pair of two fluid mol-
ecules.

� f f�r� = −
C�,f f

r6 �1 −
Df

6

r6 � �3�

In the liquid and solid phases of interest here, the interactions

between pairs of molecules are treated as independent and addi-
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ive. Dm is the closest approach distance of fluid to solid mol-
cules, and Df is the closest approach distance of two fluid mol-
cules. Dm and Df are on the order of mean diameters for the
olecular species involved. To get the total effect of all the solid
etallic molecules on a given free fluid molecule, we integrate the

roduct of the density and molecular potential to sum the contri-
utions of all the solid molecules. It follows that the mean-field
otential energy felt by the free fluid molecule due to interactions
ith all the metallic solid molecules is

� fmf =�
zs=z

� �
x=0

�

�s� fs�2�x� dx dzs �4�

ubstituting the relation �2� above for the molecular potential,
ubstituting x2+z2 for r2, and integrating yields

� fmf = −
��sC�,fs

6z3 +
��sC�,fsDm

6

45z9 �5�

or convenience, we reorganize the relation above in terms of a
odified Hamaker constant Als defined as

Als = �2� f�sC�,fs �6�

sing these definitions converts Eq. �5� to the form

ig. 1 Cross section of a micropassage containing thin liquid
lms
Fig. 2 Schematic used for derivation of disjoining pressure
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� fmf =
Als

6�� fDm
3 � 2

15
�Dm

z
�9

− �Dm

z
�3	 �7�

This potential is equivalent to a body force that produces a hydro-
static variation of pressure similar to that produced by gravity. We
determine the pressure field by using the wall potential to deter-
mine the body force in the Navier-Stokes equations with no ve-
locity terms,

0 = −
1

�� fM/NA�
� P + f fs �8�

In the above equation, f fs is the force per unit mass on the fluid
system. The force exerted on a single molecule by the entire wall
is given by

F fs = − �� fmf =
Als

2�� fDm
4 �2

5
�Dm

z
�10

− �Dm

z
�4	z �9�

where z is the unit vector in the z direction, and the corresponding
force per unit mass is

f fs =
NAF fs

M
=

NAAls

2�M� fDm
4 �2

5
�Dm

z
�10

− �Dm

z
�4	z �10�

The force per unit mass specified by Eq. �10� is substituted into
Eq. �8�, and since the force only acts in the z direction, the relation
simplifies to

dP

dz
=

Als

2�Dm
4 �2

5
�Dm

z
�10

− �Dm

z
�4	 �11�

Integrating both sides of Eq. �11� from a position z to �, and
taking the pressure at � to be Pl0, the resultant expression for the
pressure profile close to the wall is

P�z� = Pl0 −
Als

6�Dm
3 � 2

15
�Dm

z
�9

− �Dm

z
�3	 �12�

Because Dm is on the order of a molecular diameter, and we are
interested in z values larger than that, the z−9 term in Eq. �12� may
be neglected. The relation for the pressure profile then simplifies
to

P�z� = Pl0 +
Als

6�z3 �13�

In the thin liquid film at location B in Fig. 1, we therefore expect
the pressure to vary with distance from the lower wall according
to Eq. �13�. It follows that at the interface �z=� f�, the pressure in
the liquid Pl,i must be

Pl,i = P�� f� = Pl0 +
Als

6�� f
3 �14�

Combining Eqs. �1� and �14� and solving for Pve− Pl,i yields

Pve − Pl,i = −
Als

6�� f
3 �15�

The amount by which Pve differs from Pl,i is the disjoining pres-
sure Pd

Pd = −
Als

6�� f
3 �16�

Thus, for the circumstances depicted in Fig. 1, the pressure dif-
ference across the interface is equal to the disjoining pressure,
which increases rapidly in magnitude as the film grows thinner.
The result provided by Eq. �16� is also given in many texts �e.g.,
�1��.

The alteration of the equilibrium vapor pressure and liquid
pressure in the film associated with disjoining pressure effects has
been shown to alter the thermodynamic equilibrium conditions at

the liquid-vapor interface of thin liquid films. The resulting shift
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n the vapor-pressure versus temperature relation must be taken
nto account when modeling thin film evaporation or condensation
rocesses in micropassages of micro heat pipes and micro
apillary-pumped loops. Consequently, the effects of disjoining
ressure have been explored in a variety of circumstances typi-
ally encountered in these types of applications �2–13�. While the
oncept of disjoining pressure provides a framework for analyzing
he effects of wall-fluid attractive forces, it ignores many of the
etailed features of the liquid film. In the work summarized here,
olecular dynamics simulations were used to explore the detailed

eatures of the structure and thermophysics of thin liquid films on
solid surface. The predicted film features and equilibrium vapor
ressure were examined for films of varying thickness and the
esults were compared to predictions of the conventional disjoin-
ng pressure treatment. These comparisons are described in the
ollowing sections of this paper.

D Simulation of Thin Liquid Films
As a means of assessing the validity of the pressure profile

redicted by our thermodynamic model, we also modeled the mo-
ecular level behavior of liquid argon near a solid gold �metallic�
all using a classical molecular dynamics �MD� simulation. The
ybrid molecular dynamics simulation technique used here com-
ines traditional NVE-type MD simulation techniques with a sto-
hastic boundary condition used for the equilibration of pressure.
everal aspects of the methodology presented here have been pre-
iously described �14�. However, some adjustments have been
ade in this study to obtain as accurate a value of saturation

ressure as possible. This methodology allows for the implemen-
ation of monatomic fluids that interact via the well-known
ennard-Jones 6-12 potential,

�LJ�r� = 4�LJ��	LJ

r
�12

− �	LJ

r
�6	 �17�

here 	LJ and �LJ are the Lennard-Jones length and energy pa-
ameters, respectively, and r is the distance between two mol-
cules. For this methodology, the particles are initialized in either
face-centered-cubic �fcc� lattice or in a cubic lattice whose den-

ities matched the values for bulk phases at the desired equilib-
ium temperature �the cubic lattice is used in lieu of the standard
cc lattice for placement of individual layers of molecules for
odeling ultra-thin films�. The molecules are also initialized with

elocities matching the Boltzmann distribution for a low initial
emperature �Tr=T /Tc=0.1� using the Box-Mueller algorithm
15�. The system equilibrates by raising the system temperature
rom the initially low value to the desired equilibrium temperature
ia velocity rescaling such that the system kinetic energy adheres
o the relation

1

2
m


i=1

N

ci
2 =

3

2
NkBT �18�

his rescaling is executed for 30,000 steps, and then the system
as allowed to equilibrate with the rescaling turned off for an

dditional 20,000 steps. Upon equilibration, the simulation do-
ain is evenly divided into 100 bins along the z axis for collection

f mean density values during subsequent time steps.
The hybrid MD simulation domain utilized in this study, de-

icted in Fig. 3, features three types of boundaries: periodic, wall,
nd flux. Periodic boundaries exist at all four boundaries in the x
nd y directions. The z 
 0 boundary represents the solid surface
nd features a wall potential, � fmf, which binds the liquid film to
semi-infinite metal solid. The wall potential �7� was used here
ith the constant values

Als = 1.01 � 10−19 J �19a�
Dm = 0.304 nm �19b�
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� f = 2.08 � 1028 m−3 �19c�

which are appropriate for argon on a metal surface. Note that this
9-3 version of the wall potential �7� is slightly different than the
10-4 model given by Toxvaerd �16� for an fcc Lennard-Jones solid
lattice. However, a 9-3 potential has been previously used in some
studies of Lennard-Jones molecules interacting with a surface
�e.g., �17,18��.

A flux boundary at z=L is used to adjust the system pressure to
an equilibrium value. For an ideal gas, the flux J �in molecules/
m2s� is related to the system pressure P and temperature T by the
kinetic theory relation �19�

J =� kBT

2�m
� P

kBT
� �20�

where m is the molecular mass of the injected species. Note that
the flux boundary borders on the vapor region of the simulation
domain as shown in Fig. 3, allowing for the ideal gas approxima-
tion in the derivation of Eq. �20�. The concept behind the flux
condition is similar to that provided by an Andersen thermostat
�20�, where system molecules randomly collide with a fictitious
surrounding infinite heat bath to maintain a constant system tem-
perature. In the hybrid simulation, the flux boundary separates the
simulation domain from an infinite vapor bath, and the flux sup-
plied by Eq. �20� represents an equilibrium value for the vapor
bath of specified temperature and pressure. Frenkel and Smit dis-
cuss this concept further for a Monte Carlo simulation �21�. The
treatment of the vapor as an ideal gas is not completely accurate
for a vapor at saturation. However, we adopt this idealization here
since it is a good approximation at low vapor densities, and it is
consistent with idealizations made in formulation of conventional
disjoining pressure, as discussed in the next section.

The flux boundary acts to inject a molecule stochastically into
the simulation domain at a desired interval. During the initial
50,000 steps of the simulation, the boundary acts to preserve
mass, hence when a molecule leaves the z=L boundary, another
molecule is injected directly into the simulation domain through
that same boundary. After the kinetic energy equilibration period,
molecules are injected corresponding to a desired pressure using
Eq. �20�. When a molecule is injected, the position of the mol-
ecule is chosen randomly on the flux boundary plane. The x and y
velocities adhere to the Boltzmann distribution for a bulk gas,
while the z velocity is sampled from the distribution �22�

f�vz�dvz =
mvz

kBT
e−mvz

2/2kBTdvz �21�

where f�vz� represents the fraction of molecules of a large sample
with z-velocity components between vz and vz+dvz. Sampling of
the x- and y-velocity distributions is performed via the Box-
Mueller algorithm �15�, while the z velocity is sampled using the

Fig. 3 MD simulation domain
relation

Transactions of the ASME

E license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



w

5
t
m
t
s
�
t

w
i
s
u

v
�
t
d
r
a
V
c
t
t

d
c
l
r
�
i
B
n
p
r
a
a
r
p
u
o
w

F
l

J

Downloa
vz,i = −�− log �R��2kBT

m
� �22�

here R is a random number between 0 and 1.
The system is equilibrated by adjusting the input flux every

0,000 time steps to force the loss of molecules from the simula-
ion domain to match the gain from the flux boundary. The adjust-

ent is performed by determining the net outflux of molecules per
ime step over the 50,000-step period by applying a fit curve to the
ystem molecule count variation with time. Unlike previous work
14�, however, the injected flux value was adjusted via the equa-
ion

Jnew =
1

2
�Jold − Jslope� �23�

here Jnew is the updated flux, Jold is the previous flux, and Jslope
s the average net influx of molecules over the previous 50,000
teps determined using the fit curve, and the factor of one-half was
sed to prevent overshoot.

For this study, a simulation of argon molecules was used, where
alues of 	LJ and �LJ were taken to be 0.34 nm and 1.67
10−21 J ��LJ /kB=121 K�, respectively. Both the forces and in-

ermolecular potentials were smoothly truncated at the cutoff ra-
ius of 5.0	LJ using standard truncation algorithms for short-
anged forces �23�. The time step used in the simulations was 5 fs,
nd the configuration was updated at each step by the velocity
erlet algorithm �23�. The initial liquid film lattice consisted of
Z�6�6 primitive fcc cells, where cZ is the number of cells in
he z direction. The initial vapor lattice size depended on the sys-
em temperature.

A typical average mass density profile through the simulation
omain is shown in Fig. 4. The attraction of the wall potential
auses an ordering of molecules in the wall-affected region of the
iquid that results in peaks in the density profile. These peaks
apidly diminish where the wall potential becomes repulsive �z

�2/5�1/6Dm�. A similar wall-region profile for argon was exhib-
ted in the MD simulation of Liu �24�, and in the application of the
orn-Green-Yvon equation for argon on graphite �18� and for bi-
ary Lennard-Jones fluids on a surface �25�, although these com-
arisons are qualitative and are strongly dependent upon the pa-
ameters used in the wall potential �18�. At a value of
pproximately 2.0 nm from the wall, the density profile becomes
pproximately uniform, suggesting the transition to a bulk liquid
egion. At 4.2 nm from the wall the rapid decrease in the density
rofile suggests an interfacial region, while beyond 5.3 nm the
niform low density profile indicates a bulk vapor region. Values
f the bulk liquid density as a function of temperature compared

ig. 4 Argon liquid film mass density profile: Tr=0.57, 100 col-
ection bins, and 400,000 time steps
ell with ASHRAE recommended values �26�.
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Once the equilibrium flux at the z=L boundary was found, the
value of pressure was determined from Eq. �20�. Figure 5 shows
the mean pressure values derived from the hybrid MD method for
a thick argon film �� f 15 nm� compared to values given by
ASHRAE tables �26� as a function of the departure from the criti-
cal point, 1-Tr. Also shown in Fig. 5 are the thick film values from
argon simulations by Dunikov et al. �27� for a cutoff of 3.5	LJ and
values taken from vapor phase equilibria MD simulations by Lotfi
et al. using the NPT plus test particle method �28�; the cited data
were adjusted using the values of 	LJ and �LJ for this study. The
figure depicts that, for thick films, the predicted vapor pressure
variation for our hybrid model is comparable to the ASHRAE data
and results of other MD simulations, regardless of the inhomoge-
neity of the fluid.

For any equilibrium saturation pressure value shown in Fig. 5,
the resultant local pressure profile can be determined from MD
simulations using the modified virial calculation by Weng et al.
�29� and by fixing the external pressure to the specified value. One
example of this is shown in Fig. 6 for Tr=0.6, where the pressure

Fig. 5 Simulated argon vapor pressure values from the hybrid
MD simulation of the wall-affected film compared to results for
a simulated thick liquid film, the NPT plus test particle method,
and ASHRAE recommended values. Simulations were run for
400,000 time steps for this study.

Fig. 6 Calculated local pressure profile for argon on a metallic
solid surface using MD and hydrostatic analyses; external con-
ditions match saturation data for argon at 1 atm. Simulation
featured 300,000 time steps, 50 collection bins, and approxi-

mately 1980 molecules.

DECEMBER 2006, Vol. 128 / 1279

E license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



p
E
�

e
w
l
a
o
b
�
w
a

t
�
s
r
e
t
e
s

C

s
n
T
b

a
s
u
v
v
t

F
G

I
G
w
a
i
l

F
p

a
r
d

w

1

Downloa
rofile in the film was also predicted by the hydrostatic model in
q. �12� using Als and Dm values similar to those in Eqs. �19a� and

19b�.
It should be noted that equilibrium mean local pressure values

xtracted from the simulation domain far from the wall compared
ell with the applied external vapor pressure values for the simu-

ations in this study. Therefore, the flux boundary method provides
viable alternative to traditional domain volume rescaling meth-

ds for system pressure management. Furthermore, since the hy-
rid method allows for system readjustment towards equilibrium
as described above�, then the equilibrium system by definition
ould have a constant chemical potential in both phases, and thus
grand canonical system ��PT� is simulated.
Theoretical analyses of thin films on solid surfaces suggest that

he saturation pressure decreases with thickness for very thin films
30�. The results described above indicate that the hybrid MD
imulation scheme predicts the equilibrium vapor pressure with
easonable accuracy for thick films. It is therefore plausible to
xpect that it will provide physically realistic predictions of how
he vapor pressure varies with film thickness. Exploration of the
ffects of film thickness on equilibrium vapor pressure is de-
cribed in the following sections.

omparison to Disjoining Pressure Theory
Variation of the liquid film thickness produces disjoining pres-

ure effects that alter the equilibrium vapor pressure from the
ormal bulk-fluid equilibrium value in standard saturation tables.
he conventional thermodynamic analysis of these effects begins
y integrating the Gibbs-Duhem equation

d�̂ = − ŝdT + v̂dP �24�

t constant temperature from saturation conditions to an arbitrary
tate in the liquid and vapor phases. In doing so, we follow the
sual conventions of treating the liquid as incompressible and the
apor as an ideal gas. This yields the following relations for the
apor and liquid chemical potentials in the absence of wall attrac-
ion effects:

�̂v = �̂v,sat + R̄T ln �Pve/Psat� �25�

�̂l = �̂l,sat + v̂l�Pl − Psat� �26�

or a pure fluid, the chemical potential is equivalent to the specific
ibbs function

�̂l = ĝl

n the presence of wall attraction effects in the liquid film, the
ibbs function is augmented by the potential energy associated
ith interaction between fluid molecules and surface molecules or

toms. Denoting the potential energy per fluid molecule due to
nteraction with the wall as a whole as � fmf, the expression for the
iquid chemical potential becomes

�̂l = �̂l,sat + v̂l�Pl − Psat� + NA� fmf �27�

or the system to be in equilibrium at the interface, the liquid
ressure must equal the equilibrium vapor pressure

Pl,i = Pve �28�

nd the chemical potentials must be equal there. Equating the
ight sides of Eqs. �25� and �27�, and setting Pl equal to Pve as
ictated by Eq. �28�, yields

R̄T ln �Pve/Psat� = v̂l�Pve − Psat� + NA� fmf �29�
hich can be rearranged to the form

280 / Vol. 128, DECEMBER 2006
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Pve

Psat
= exp �Psatv̂l

R̄T
� Pve

Psat
− 1� +

NA� fmf

R̄T
 �30�

For the circumstances of interest here, Pve is close to Psat and

Psatv̂l / R̄T is small, with the net result that the first term in the
curly brackets above is negligible compared to the second. Ne-
glecting the first term simplifies Eq. �30� to the form

Pve

Psat
= exp �� fmf

kBT
 �31�

Substituting the relation �7� derived previously for the wall poten-
tial, neglecting the z−9 term, and setting z equal to � f at the inter-
face, the following relation is obtained

Pve

Psat
= exp �−

Als

6�� f� f
3kBT

 �32�

A key objective of this investigation was to determine if the MD
simulation model predictions agreed with the variation of satura-
tion pressure with film thickness indicated by Eq. �32�.

To explore the predicted effect of film thickness on equilibrium
saturation pressure, MD simulations of argon were performed at
Tr=0.6 for films of various thicknesses. The parameters for the
simulations were set at the values described in the previous sec-
tion. In these runs, the initial thickness of the film was specified
via the number of fcc cells in the z direction, and the initial thick-
ness of the vapor region was kept constant at 2.0 fcc lattice pa-
rameters. It should be noted that the size of the vapor region has a
significant effect on the calculated saturation pressure values due
to the time required for molecular propagation across the vapor
region during the 50,000-step sampling period. The thickness of
the equilibrated film was calculated as the distance from the wall
�z=0� to the center of the interfacial region, corresponding to

� = �m,� =
1

2
��l,� + �v,��

where �l,� and �v,� are the values of liquid and vapor bulk den-
sities for films thick enough that disjoining effects are not present.
The runs were performed for 500,000 time steps, over a range of
film thickness from 0.7 to 4.9 nm. Figure 7 is a plot of the density
profile for a thickness value of 2.6 nm, where one can observe that
for this thickness value, very little bulk liquid density region is
present. For Tr=0.6, the density transition associated with the in-
terfacial region occupies a thickness of approximately 0.7 nm, and

Fig. 7 Mass density profile for argon film on solid surface, Tr
=0.6. Film thickness was calculated as 2.6 nm. Simulation was
run with lateral dimensions of 10.0�LJÃ10.0�LJ and 500,000
time steps.
the wall-affected region has a thickness of about 2 nm, so the size
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f the bulk liquid region tends to zero as the film thickness falls
elow 2.7 nm.

For films with thicknesses above 1.5 nm, the predicted vapor
ressure agrees fairly well with the corresponding ASHRAE value
26�. Figure 8 presents the variation of Pve / Psat with film thick-
ess predicted by our hybrid MD simulations for film thicknesses
elow 6 nm. In these results, the average of the final six calcu-
ated pressure values �step 250,000 through step 500,000� were
sed as data points. Also shown is the variation predicted by the
heoretical relation �32� derived from conventional disjoining
ressure theory. It can be seen in Fig. 8 that the MD simulation
redictions generally agree with the tabulated bulk saturation
ressure within about 10% at film thicknesses greater than 1.5 nm,
ith the exception of the film with thickness of 4.9 nm. Below
.5 nm, the simulation vapor pressure predictions drop well below
he equilibrium saturation pressure for the bulk phases at Tr=0.6.
s indicated in Fig. 8, overall, the variation of equilibrium vapor
ressure agrees well with the variation predicted by the conven-
ional disjoining pressure theory.

As noted above, we found that the simulation predictions of
quilibrium pressure were sensitive to vapor region thickness. Our
nitial simulation efforts were found to predict a vapor pressure
ariation with film thickness that differed significantly from con-
entional theory. We subsequently found that the periods between
xternal flux adjustments were not long enough to fully equili-
rate molecular exchange at the interface with the imposed flux
oundary condition at the outer boundary of the simulation. The
D simulation results in Fig. 8 were obtained from simulation

uns in which the simulation was run long enough that molecular
xchange at the interface is in equilibrium with the outer boundary
ux condition for the specified vapor region thickness.
While the agreement of the simulation predictions with conven-

ional theory is reassuring, it is interesting that the MD simula-
ions that include the effect of the wall-affected region produce a
rediction that agrees so well with a thermodynamic theory that
argely ignores such effects. The next section explores this issue

Fig. 8 Comparison of MD results with conventional theory
urther.
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A Wall Layer Model
The peaks in the local mean density indicated in Figs. 4 and 7

reflect a layered order in the fluid molecules near the surface. The
decreasing magnitude of the peaks with increasing distance from
the solid wall indicates that the degree of organization in the lay-
ered structure of the fluid diminishes with distance from the wall.
In a recent study of this type of liquid layering near a liquid-solid
interface, Xue et al. �31� quantified this in terms of a planar struc-
ture factor that varied from 1 for a perfect fcc plane of molecules
to 0 for molecules in random positions. The planar structure factor
varies from close to 1 at the solid-liquid interface to close to 0 at
larger distances from the wall. Xue et al. �31� found that for a
wetting fluid, the planar structure factor decreased to 0 about two
fluid molecular diameters away from the wall.

To explore how the liquid layering near the solid wall affects
the disjoining pressure, a model is adopted here in which the fluid
within two molecular diameters of the wall is treated as a solid
phase of planar layers, and the fluid beyond two molecular diam-
eters is treated as bulk fluid. This is obviously a crude approxima-
tion to the gradually diminishing layered structure in the fluid near
the surface, but it captures the main features of the layering, and it
is consistent with the results of Xue et al. �31� in that it limits the
strongest layering effects to the region within two molecular di-
ameters of the wall.

To develop this model with wall effects included, we consider
the system shown in Fig. 9 in which fluid molecules interact with
a composite wall structure. The composite wall is a semi-infinite
region of solid metal wall molecules or atoms covered with a
layer of fluid molecules that are modeled as being in a solid phase.
The layer of fluid molecules has thickness �w. Because they are
more localized in their position than molecules in the bulk liquid,
molecules in the wall-affected region behave almost like a solid
layer attached to the metal surface. The wall layer model proposed
here is based on the reasoning that the presence of this layer
causes molecules in the bulk liquid to behave as though they are
interacting with a composite wall structure consisting of the metal
substrate plus the strongly wall-affected layer. The molecules in

Fig. 9 Wall layer model
the bulk fluid layer are presumed to behave as predicted by the
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ulk-fluid analysis in the previous section except that they are
loser to the effective solid-liquid interface than would be the case
f the wall-affected region were not considered to be part of the
omposite solid in Fig. 9. Although this model is simplistic, it
ccomplishes the objective of predicting the effect of the quasi-
olid wall-affected layer on the force interaction potential � fmf at
he interface, which affects the vapor pressure as predicted by Eq.
31�.

In this model, consistent with the reasoning above, we take �w
o be two molecular diameters Dm. As in the first section of this
aper, the fluid and metallic solid interactions and the interactions
etween fluid molecules are modeled with Lennard-Jones poten-
ials �2� and �3�. The interactions between pairs of molecules are
reated as independent and additive. To get the total effect of all
he solid metallic molecules and the solid layer molecules on a
iven free fluid molecule, we integrate the product of the density
nd molecular potential to sum the contributions of all the solid
nd layer molecules.

It follows that the mean-field potential energy felt by the free
uid molecule due to interactions with all the metallic solid mol-
cules and the solid layer molecules is

� fmf =�
zs=z−�w

zs=z �
x=0

�

� f� f f�2�x� dx dzs

+�
zs=z

� �
x=0

�

�s� fs�2�x� dx dzs �33�

ubstituting the relations �2� and �3� above for the molecular po-
entials, substituting x2+z2 for r2, and integrating yields

� fmf =
�� fC�,f f

6
� 1

z3 −
1

�z − �w�3� −
�� fC�,f fDf

6

45
� 1

z9 −
1

�z − �w�9�
−

��sC�,fs

6z3 +
��sC�,fsDm

6

45z9 �34�

or zDf or Dm, terms involving Df and Dm are small and can be
eglected. The potential is then well approximated as

� fmf =
�� fC�,f f

6
� 1

z3 −
1

�z − �w�3� −
�� fC�,fs

6z3 �35�

or convenience, we reorganize the relation above in terms of
odified Hamaker constants Als defined by Eq. �6� and All defined

s

All = �2� f
2C�,f f �36�

sing these definitions converts Eq. �35� to the form

� fmf = −
Als

6�� f�z − �w�3� �z − �w�3

z3 �1 −
All

Als
� +

All

Als
	 �37�

n this model, Eq. �31� from the thermodynamic analysis above
till applies, with � fmf evaluated at the interface z location, which
s z=� f. Using �37� to evaluate � fmf with z=� f, and neglecting

satv̂l / R̄T compared to terms of order one, we convert Eq. �31� to

Pve

Psat
= exp �−

Als

6��NA/�̂l��� f − �w�3kBT
� �� f − �w�3

� f
3 �1 −

All

Als
�

+
All

Als
	 �38�

Figure 10 compares the MD simulation values of Pve / Psat with
he profiles predicted using the conventional disjoining pressure
heory �32� and the wall layer model �38�. For our analysis, All for
rgon was taken to be 2.57�10−20 J. This value was obtained
sing the relation for All recommended by Israelachvili �1� with
he value of surface tension for argon recommended by Ref. �26�

t Tr=0.6.
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In this model, we have taken the density in the wall-affected
region to be equal to the bulk liquid density. Because of the lay-
ered structure, the density may actually be slightly different in the
wall-affected region. The density in this region would affect the
All value, as dictated by Eq. �36�. Sensitivity calculations using
Eq. �38� indicate that a 10% change in density in the wall-affected
region would produce about a 20% change in All, but only about
an 8% change in Pve / Psat. Thus, taking the wall region density to
equal the bulk density may produce some inaccuracy, but the ef-
fect on the vapor pressure prediction is estimated to be on the
order of about 8%.

In comparing the different model predictions in Fig. 10, it
should be noted that the MD simulation points for � f �1.5 nm
correspond to a film with no bulk fluid region. Since the conven-
tional theory applies to bulk fluid interacting with a wall, there is
reason to expect that the vapor pressure predicted by the MD
simulation may not agree with the conventional model prediction
for these points. The MD simulation is expected to be a better
prediction for such cases. As noted in the previous section, the
conventional theory actually agrees well with the MD simulation
predictions, even for � f �1.5 nm, where no conventional bulk liq-
uid region exists in the film.

Figure 10 indicates that, relative to the predictions of the MD
simulations, the wall layer model predicts a more rapid decrease
of vapor pressure with decreasing film thickness. Hence, the wall
layer model, which was expected to better model the impact of
liquid layering near the wall, actually does not agree as well with
the simulation predictions as the conventional theory. The wall
layer model developed here assumes the extreme case in which
the layers of fluid molecules closest to the wall behave as a solid,
strongly resisting the forces of molecules farther from the surface.
Even for this extreme case, the effect on vapor pressure is small,
as indicated in Fig. 10. Our results suggest that when the fluid
molecules in the layers near the wall are allowed some limited
motion, as is the case in the MD simulations, the effect of their
limited capability to move may have little influence on their force
interaction with molecules further from the wall. The liquid film

Fig. 10 Comparison of MD simulation results with predictions
of conventional theory and the wall layer model
may then behave essentially as if the film were all bulk liquid with
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o layering near the wall. Overall, the results of our models and
hese observations suggest that liquid layering near the wall does
ot strongly influence the impact of wall attractive forces on the
quilibrium vapor pressure in thin liquid films on solid surfaces.

oncluding Remarks
The hybrid MD simulations used in this investigation of thin

iquid films predict vapor pressure values for thick films that agree
ell with tabulated values for saturated liquids. This agreement

uggests that the predictions of this type of simulation for very
hin films should be physically realistic. This lends some credibil-
ty to MD simulation prediction of equilibrium vapor pressure
redictions for thin liquid films on solid surfaces. The MD simu-
ations are particularly useful for modeling extremely thin films
here the thickness of the bulk liquid region is of the same order
f magnitude or smaller than that for the layered wall-affected
egion and the interfacial region. In such cases, the MD simula-
ions directly account for the effects of layering and the density
ariation in the interfacial region.

The use of conventional disjoining pressure theory is suspect in
uch cases because it is generally constructed using relations de-
ived for equilibrium of coexisting bulk phases. The conventional
heory thus does not account for potential effects of direct inter-
ction of a layered region with the interfacial region in ultra thin
lms. Despite the expected limitations of the conventional theory,

ts predictions of equilibrium vapor pressure were found to agree
ell with the MD simulation predictions, even for extremely thin
lm thicknesses where no bulk liquid region separates the wall-
ffected region from the interfacial region.

The model analysis developed here to explore the effects of
iquid layering at the solid-liquid interface predicts that layering
ends to slightly reduce the vapor pressure below that predicted by
he conventional disjoining theory for a specified film thickness.
he modified theory was found to not agree as well as the con-
entional theory with vapor pressure predictions of our MD simu-
ations for the same film thickness. Because this modified theory
dopts an extreme treatment of the near-wall layered region as a
olid phase, it is expected to provide an upper bound for the effect
f layering on the equilibrium vapor pressure. Even for this ex-
reme model, the effect on vapor pressure is small, suggesting that
or a real system, in which the wall region molecules have some
obility, the effects of the wall layer would be even less. Overall,

he results imply that liquid layering has little, if any, effect on the
quilibrium vapor pressure.

Accurate prediction of the effects of intermolecular attractive
orces and associated disjoining pressure effects on equilibrium
aturation properties is an important element of the analysis of
ransport for thin liquid films on the passage walls in micro evapo-
ators, micro condensers, and micro heat pipes. Because of the
inkage between vapor pressure and saturation temperature, the
ariation of vapor pressure with liquid film thickness strongly
mpacts the effectiveness of transport during vaporization or con-
ensation at the interface of thin liquid films in micropassages.

Although conventional disjoining pressure theory is based on a
implistic treatment that ignores the presence of the wall-affected
egion and the interfacial region in the film, the results of our MD
imulations and analysis indicate that, for extremely thin liquid
lms, conventional disjoining pressure theory nevertheless pro-
ides a prediction of the variation of vapor pressure with film
hickness that is consistent with MD simulation predictions. These
esults enhance the credibility of models of transport in micro
vaporators and micro condensers that make use of conventional
isjoining pressure theory to predict local saturation conditions.
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Nomenclature
All 
 liquid-liquid Hamaker constant
Als 
 liquid-solid Hamaker constant
ci 
 speed of molecule i

C�,f f 
 fluid-fluid attractive force potential coefficient
C�,sf 
 solid-fluid attractive force potential coefficient

Df 
 fluid molecule effective diameter
Dm 
 mean effective molecular diameter
Ds 
 solid molecule effective diameter
F 
 molecular force vector
ĝl 
 molar specific Gibbs function of liquid
J 
 vapor boundary molecular flux

kB 
 Boltzmann constant
m 
 molecular mass
N 
 number of molecules in system

NA 
 Avogadro’s number
P 
 pressure

Pd 
 disjoining pressure
Pl 
 liquid pressure

Pve 
 vapor pressure
Psat 
 saturation pressure for bulk equilibrium

R̄ 
 universal gas constant
ŝ 
 molar entropy
T 
 temperature

Tc 
 critical temperature
Tr 
 reduced temperature
T /Tc
� f 
 liquid film thickness
�w 
 wall-affected region thickness
v̂l 
 liquid molar specific volume
vz 
 z-direction molecular velocity component

� fmf 
 potential energy for one fluid molecule inter-
acting with all wall molecules

� f f 
 fluid-fluid intermolecular potential
�LJ 
 Lennard-Jones 6-12 intermolecular potential
�sf 
 solid-fluid intermolecular potential

�̂ 
 molar density
� f 
 Fluid molecular number density

�l,� 
 molecular number density of bulk saturated
liquid

�v,� 
 molecular number density of bulk saturated
vapor

�s 
 solid wall molecular number density
	LJ ,�LJ 
 Lennard-Jones 6-12 potential length and en-

ergy parameters
�̂l 
 liquid molar chemical potential

�̂l,sat 
 molar chemical potential of bulk liquid at
saturation

�̂v 
 vapor molar chemical potential
�̂v,sat 
 molar chemical potential of bulk vapor at

saturation
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